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**Abstract** – In today’s world, bulk of emails is received by every individual out of which many fraudulent or spam emails are also present. The task of a good email service provider is to create an algorithm so that such fraudulent or spam messages are automatically detected and then they are sent to the spam folder. In this paper, the authors proposed a novel technique by which this sorting of email can be done automatically. Using machine learning method, the authors implemented a method in which spam mail and fraudulent messages have been successfully detected and those mails have been sent to the spam folder of the mailbox. The authors, in this paper, presented the description of the algorithm along with the test results.
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**INTRODUCTION**

Recently unsolicited commercial / big email, also known as spam, is becoming a big internet epidemic. Spam is waste of time, memory space and bandwidth for communication. The spam email epidemic has been on the rise for years. In recent statistics, 40 percent of all emails are spam, which cost about 15.4 billion emails a day and about $355 million a year to internet users. At the moment, automated e-mail filtering seems to be the most efficient way to counter spam and there is a close rivalry between spammers and spam-filtering methods. Just a few years ago, most of the spam could be managed efficiently by blocking emails from certain addresses or filtering out messages with certain subject lines. Spammers began using several tricky strategies to circumvent filtering methods such as using random sender addresses and/or inserting random characters to the start or end of the subject line of the document. Nevertheless, we addressed the problem with the approach to machine learning, rather than using the approach to software engineering. Machine learning approach is more powerful than approach to software engineering; it does not allow any rules to be laid down. Alternatively, such samples are a set of pre-classified email addresses, a collection of training samples. Afterwards, a complex algorithm is used to learn from these email messages the classification rules. In unsupervised learning of ML, one tries to discover secret regularities (clusters) or detect irregularities in the data such as spam messages or intrusion into the network. Several features in the e-mail filtering process could be the word bag or the subject line review. The input to the function of e-mail classification can thus be interpreted as a two-dimensional matrix, whose axes are the messages and features. Tasks for classifying e-mails are often divided into several subtasks. First, Data collection and representation are mostly problem specific (i.e. e-mail messages), second, e-mail feature selection and feature reduction attempt to reduce the dimensionality (i.e. the number of features) for the remaining steps of the task. Finally, the process's e-mail classification step will find the actual mapping between the training set and the test set.
Naïve Bayes classifier method

In 1998 the Naïve Bayes classifier was proposed for spam recognition. Bayesian classifier operates on the dependent events and the probability that an incident will occur in the future which can be predicted from the previous occurrence of the same event. You can use this technique to classify spam e-mails; word probabilities play the main rule here. If some words frequently occur in spam but not in ham, then this incoming e-mail is likely spam. Naïve Bayes classification technique has become a very popular method in software for mail filtering. Bayesian filter should be qualified for successful operation. Every word in its database has a certain probability of occurring in spam or ham email. If the total probabilities of words exceed a certain limit, then the filter marks the e-mail to either category. Here, it only takes two categories: spam or ham. Nearly all statistical-based spam filters use the Bayesian likelihood method to add the statistics of individual tokens to an overall score and make performance-based filtering decisions. The statistic we are mostly interested in a token T is its spam, calculated as follows:

$$S[T] = \frac{C[\text{spam}](T)}{C[\text{spam}](T) + C[\text{ham}](T)}$$

Where $C[\text{spam}](T)$ and $C[\text{ham}](T)$ are the number of spam or ham messages containing token T, respectively. To calculate the possibility for a message M with tokens $\{T_1, ..., T_n\}$, in order to determine the total spam message, one has to combine the individual spam token. A simple way to make classifications is to calculate the spam product of each token and to compare it with the ham product of the individual token.

$$H[M] = \sum (1 - S[T])$$

The message is considered spam if the overall spam product $S[M]$ is larger than the ham product $H[M]$. The above description is used in the following algorithm:

1. Parse each email into its constituent tokens.
2. Generate a probability for each token, W.
3. If message present:
   - scan message for the next token $T_i$
   - query the database for spam $S(T_i)$
4. End
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Experiment Implementation

Some corpora of spam and legitimate emails had to be collected to check the efficiency of the above-mentioned method; other sets of emails are publicly accessible for researchers to use. Kaggle will be used in this experiment for having the dataset.

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total no of mails</td>
<td>4210</td>
</tr>
<tr>
<td>No. of Spam mails</td>
<td>2700</td>
</tr>
<tr>
<td>No. of Ham mails</td>
<td>1510</td>
</tr>
<tr>
<td>Total no. of words dealt with</td>
<td>1083821</td>
</tr>
</tbody>
</table>
Apart from the body letter of an email, an email has a different element called the header. The header's purpose is to store information about messages, and it includes several fields such as field (From) and (Subject), we decided to split the email into 3 different parts. The first item is the (subject) that can be considered to be the most relevant part of the report, it found that most of the new incoming emails have succinct subjects that can be used to make a clear distinction between spam and ham. The second part is (From) who is the person responsible for the message, this field we store it in a database and use it after the decision of the classifier has been made, that is the way to compare the field (From) stored in the database to the field (From) in the incoming new email if they are the same so that the decision of the incoming email is spam. The (Body) is the third part which represents the bulk of the message. We have also implemented two pre-processing procedures. Stop is used for the deletion of common words. Case-change is used to use small letters to represent the (Body). The experiment is carried out in spam email with the most commonly used words. In the processing stage, we pick 3000 words.

Detailed algorithm steps

Step 1: Email pre-processing

The email content is received through our software, the information is then extracted as mentioned above, then the extracted information (Feature) is saved into a corresponding database. For all the algorithms this function extraction scheme has been used.

Step 2: Description of the feature extracted

Feature extraction module extracts spam text and ham text, then produces feature dictionary and features vectors as the selected algorithm's input, the feature extraction function is to train the classifier and check it out. For the train portion, this module account word frequency in the email text, we take words that appear as the feature word of this class is more than three times the time of appearance. And in class, denote every email as a function vector.

<table>
<thead>
<tr>
<th>Training data</th>
<th>80%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing data</td>
<td>20%</td>
</tr>
</tbody>
</table>

Step 3: Spam classification

Through the above steps, we take standard classification of email documents as a training document, pre-treatment of email, extracting useful information, saving in text documents according to fix format, splitting the entire document into words, extracting the feature vector of the spam document and converting it into the form of a fix format vector. Using the chosen algorithm, which is constructed using the feature vector of spam papers, we search for the optimal classification.

Step 4: Performance evaluation

We used the most common assessment methods used by the spam filtering researchers to evaluate the efficiency of the six above listed methods. Spam Precision (SP), Spam Recall (SR), Accuracy (A). Spam Precision (SP) is the number of relevant documents identified as
\[ SP = \frac{\text{# of Spam Correctly Classified}}{\text{Total # of messages classified as spam}} = \frac{M(\text{spam} \rightarrow \text{spam})}{M(\text{spam} \rightarrow \text{spam}) + M(\text{ham} \rightarrow \text{spam})} \]

Percentage of all documents identified; this shows the noise that filter presents to the user (i.e. how many of the messages classified as spam will actually be spam)

Spam Recall (SR) is the percentage of all spam emails that are correctly classified as spam.

\[ SR = \frac{\text{# of Spam Correctly Classified}}{\text{Total # of messages}} = \frac{M(\text{spam} \rightarrow \text{spam})}{M(\text{spam} \rightarrow \text{spam}) + M(\text{spam} \rightarrow \text{ham})} \]

Accuracy (A) is the percentage of all emails that are correctly categorized

\[ A = \frac{\text{# of E-mails correctly categorized}}{\text{Total # of E-mails}} = \frac{M(\text{ham} \rightarrow \text{ham}) + M(\text{spam} \rightarrow \text{spam})}{M(\text{ham}) + M(\text{spam})} \]

Where \( M(\text{ham} \rightarrow \text{ham}) \) and \( M(\text{spam} \rightarrow \text{spam}) \) are the number of messages that have been correctly classified to the legitimate email and Spam email respectively; \( M(\text{ham} \rightarrow \text{spam}) \) and \( M(\text{spam} \rightarrow \text{ham}) \) are the number of legitimate and spam messages that have been misclassified; \( M(\text{ham}) \) and \( M(\text{spam}) \) are the total number of legitimate and spam messages to be classified.

Output 1:

Enter the mail: Hi! you have won a lottery of ₹1 crore. To claim your reward call on 9674003230

Out[48]: "Alert! It's a SPAM mail!!"

Output 2:

Enter the mail: Hi Sharika!! How are you?

Out[49]: ‘New Mail!!’

CONCLUSION

Spam and fraudulent email detection are a very important task and the automated process will reduce the overall complexity on the process. This model is correctly working with all kinds of email and is having an accuracy of 94.78%. Thus, this can be deployed for industrial purpose.
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